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Abstract—Developing smart tires with high sensing capability
is significant for improving the moving stability and environ-
mental adaptability of wheeled robots and vehicles. However,
due to the classical manufacturing design, it is always chal-
lenging for tires to infer external information precisely. To this
end, this paper introduces a bimodal sensing tire, which can
simultaneously capture tactile and visual data. By leveraging the
emerging visuotactile techniques, the proposed smart tire can
realize various functions, including terrain recognition, ground
crack detection, load sensing, and tire damage detection. Besides,
we optimize the material and structure of the tire to ensure
its outstanding elasticity, toughness, hardness, and transparency.
In terms of algorithms, a transformer-based multimodal clas-
sification algorithm, a load detection method based on finite
element analysis, and a contact segmentation algorithm have
been developed. Furthermore, we construct an intelligent mobile
platform to validate the system’s effectiveness and develop visual
and tactile datasets in complex terrains. The experimental results
show that our multimodal terrain sensing algorithm can achieve
a classification accuracy of 99.2%, a tire damage detection
accuracy of 97%, a 98% success rate in object search, and the
ability to withstand tire loading weights exceeding 35 kg. In
addition, we open-source our algorithms, hardware, and datasets
at https://sites.google.com/view/vtire,

Index Terms—Tactile sensor, Visuotactile sensing, Smart tires,
Multimodal classification

I. INTRODUCTION

IRE is a crucial actuating component, which has a wide

range of applications in vehicles [[1]] and wheeled bipedal
robots [2]. As the only part of the robot in contact with the
ground, tires could enhance the driving stability as well as
serve as the most dependable source of information regarding
the ground. However, due to the classical manufacturing and
sensing technology, the existing tires only obtain limited infor-
mation such as load, speed, acceleration, etc. 3], which cannot
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Fig. 1. Introduction to the bimodal Tire. Functions that can be achieved
with tires: (a) Terrain classification in complex scenes; (b) Ground cracks and
objects searching; (c) Tire damage detection; (d) Weight-loaded detection.

realize pixel-level texture sensing. Designing a smart tire with
high-resolution tactile sensing ability can solve the problem
of terrain sensing under complex scenarios and realize more
functions, including ground crack detection, ground object
search, and tire damage detection, dramatically improving the
robot’s or vehicle’s sensing ability.

To enhance the sensing ability of tires, researchers usually
adopt a variety of force [4], [5] and optical sensors [6]—
[8] inside the tire, which could provide the tire with the
ability to sense its states, such as load, tension, and so
on. Nevertheless, due to the obstruction of the tire casing,
such methods can not obtain external information, such as
the road texture, cracks, etc. With advancements in tactile
perception and optical imaging technologies, a novel technique
called visuotactile perception [9]-[11] has emerged. This
technology detects tactile information by observing surface
deformations through a camera, offering high resolution and
extensive sensing coverage. However, tires’ opacity, hardness,
and toughness pose difficulties in integrating visuotactile per-
ception technology.

In this paper, by improving tires’ materials, mechanical
structure, and manufacturing process, we propose a bimodal
smart tire named VTire based on visuotactile sensing tech-
niques. As shown in Fig. [T} VTire overcomes the bottlenecks in
the resolution of tactile sensing and sensing area of traditional
smart tires and realizes the functions of sensing ground texture,
cracks, and bumps, which are challenging for traditional smart
tires. The contributions of this paper are as follows:

o Innovative manufacturing process: We propose a tire
manufacturing method that capitalizes on visuotactile per-
ception, ensuring high-resolution tactile data acquisition.
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Based on the unique structural design, our tires acquire
both tactile and visual information, which enhances the
perception of the external environment.

o Advanced sensing algorithms: Our research introduces
a series of sophisticated sensing algorithms tailored for
smart tires. These algorithms include a transformer-based
multimodal classification algorithm, a load detection al-
gorithm using finite element analysis, and a contact
segmentation algorithm.

o Comprehensive dataset: To evaluate the performance
of our algorithms, we assembled a diverse dataset. This
dataset encompasses various terrains, surface textures,
tire damage scenarios, and ground cracks, providing a
comprehensive evaluation framework.

o Numerous validation experiments: To verify the perfor-
mance of the tires, we not only built a smart mobile plat-
form but also designed several real-world experiments.
Results indicate remarkable accuracy rates, including
0.75 kg weight sensing accuracy, 98% crack segmentation
accuracy, 98% object detection success rate, and 97%
damage detection accuracy. These results underscore the
practical viability of our approach.

II. RELATED WORK

The design of smart tires can be divided into contact
sensing and non-contact sensing. contact sensing mainly in-
cludes accelerometers [[12]], [[13]], surface acoustic wave (SAW)
sensors [14]], [15]], piezoelectric sensors [16], [17], strain
sensors [18]], [19], and fiber bragg grating (FBG) strain sen-
sors [20]. The contact sensors are mounted on the tire’s inner
wall and can accurately obtain the pressure and tension when
the tire is in contact with the ground. However, the spatial
resolution of these sensors is low, and since the sensors are
pasted on the inner side of the tire, they are easy to detach
and malfunction after long-distance movement. Non-contact
sensors can acquire tire deformation without touching the tire’s
surface, which greatly avoids the risk of the sensor falling off
and improves the sensor’s service life. Typical non-contact sen-
sors include optical sensors [[6]—[8]] and ultrasonic sensors [[21]].
Most optical sensors use single-point laser sensors or detect
the offset of a feature point to obtain contact information. Due
to the obstruction of the tire casing, it is difficult for these
methods to obtain the texture, deformation, and other infor-
mation of the contact road surface, which greatly compresses
the application range of smart tires, as shown in Table. [Il To
solve this problem, Hu ef al. [22]] proposed a visual tire that
uses transparent acrylic as the casing. While this solution can
achieve terrain detection, it uses a visual solution susceptible
to the external environment. Furthermore, the acrylic casing
not only makes the vehicle prone to skidding but also makes
the tire lose its elasticity. When the vehicle passes through
some rough, dirty road surface, it is easy to wear on the shell,
thus affecting the detection effect.

III. HARDWARE DESIGN

To improve the sensing ability and mechanical strength, we
optimize the tires in terms of structure and material. Besides,

TABLE I
COMPARISON OF CURRENT SMART TIRE FUNCTIONS

Ref Pressure | Deformation Crack | Terrain | Damage
Ref. [5] v X X X X
Ref. [8] v v X X X
Ref. [21] X v X X X
Ref. [23] v X X v X
Ref. [24] X X X v X
Ref. [25] X v X X X

Ours v v v v v

to demonstrate the performance of the smart tires, we build
an intelligent mobile platform, as shown in Fig.

A. System Structure

The mobile platform is 60 mm long and 29 mm wide and
consists of a power system, a sensing system, a control system,
and a motion system. To ensure structural stability, the body is
made of metal and carbon fiber with a high weighing capacity
that can carry adults over 70 kg. The battery is DJI TB47, and
the voltage regulator module is ToolkitRC, which can output
up to 40A current. The sensing system consists of Vtire, lidar
(0S0-128), and RGB-D camera (Realsense D435i), which
enables real-time mapping and terrain classification in different
environments. The control system comprises a remote control
handle and a Next Unit of Computing NUC. All systems are
connected through our designed main control board, as shown
in Fig. [3] Vtire not only performs the sensing function but
is also used to provide the driving force. Because the front
wheels have larger friction, this front-wheel drive improves the
platform’s ability to cross obstacles. The rear wheel steering
configuration makes the platform more agile with a smaller
turning radius.

B. Proposed Smart Tire

Like the classic visuotactile sensors, smart tires are com-
posed of a sensing skin, a lighting system, and a vision system.
The difference, however, is that the design of smart tires needs
to consider their transparency, elasticity, load capacity, and
other metrics, making them highly challenging in terms of
dimensions, fabrication process, and material selection.

1) Sensing skin : The sensing skin is the heart of the tire,
which consists of a transparent elastic hub, a transparent layer,
and a reflective layer. Transparent elastic wheels not only
support the robot body but also have the function of vibration
damping. So, transparent wheels need to be elastic, tough, and
transparent. After considering silicone, rubber, acrylic, glass,
and other materials, we use a polyurethane (PU) material,
which has a lower price, higher hardness, and transparency and
is widely used in skateboard wheels, omnidirectional wheels,
and other fields. The tire adopts non-sealed structures and the
manufacturing process of the hub is illustrated in Fig. fp. The
molds are all made by 3D printing. Polyurethane materials
have a high viscosity during the demolding process. To ensure
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Fig. 2. Hardware structure diagram. (a) Side view of the motion platform; (b) The mobile platform exploded view; (c) VTire exploded view.

Power system

Fig. 3. The mobile platform framework diagram. The mobile platform consists
of a power system, a sensing system, a control system, and a motion system.

that the surface of the mold is smooth, a special release agent
is used, and clear tape is applied to key areas. In addition, we
used a water-soluble material (Polyvinyl alcohol (PVA)) as
an internal support (red part in Fig. f), which softens when
dissolved in water so that the hub can be unmolded smoothly.

To ensure the perception ability of the tire, we also design
the elastic transparent layer (Fig. @) and a reflective layer
(Fig.[). For the elastic transparent layer, we use low-hardness
elastic silicone and design a removable mold to realize the
transparent layer. We use Eco-Flex 30 as the material for
the reflective layer and mix it with silver powder to enhance
the texture perception. In addition, to ensure the homogeneity
of the outermost layer structure, we design a squeegee to
control the thickness of the outermost film of the tire through
the squeegee and to make the outermost layer of the tire
more homogeneous through rotation. We open-source the

production process and hardware, detailed on the website
https://sites.google.com/view/vtire,

2) Imaging system : For the vision system design, we
consider two options: a multi-camera solution (Fig. Eh) and
a single-camera structure (Fig. [5b). The multi-camera one can
monitor the status of the whole tire in real-time, but the design
structural complexity is high, the main issues are as follows:

« Installation difficulties: Due to the limited space inside
the tire, factors such as the camera’s focal length and
imaging range must be considered during installation.
Since we are using binocular imaging technology, the
camera has a minimum detection distance of 12cm, which
is almost the limit for the tire. Moreover, the presence of
the tire’s central axis will further compress the available
space for camera installation when multiple cameras are
deployed.

o Data transmission difficulties: In the single-camera
solution, the camera does not rotate with the tire, so the
camera’s data can be stably transmitted to the computer.
However, the cameras rotate with the tire when using the
multi-camera solution, making transmitting data to the
computer difficult. On the one hand, the data cables may
become entangled due to the tire’s rotation, and on the
other hand, rotation can affect the stability of the camera’s
data transmission.

o Poor reliability: With the multi-camera solution, the
cameras rotate with the tire, and the solid centrifugal
force can easily damage the cameras.

For the above reasons, we abandoned the multi-camera
solution. The single-camera solution uses a bearing + bracket
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Fig. 5. Comparison of different solutions. (a) Multi-camera solution; (b)
Single camera solution; (c) Top lighting solution; (d) Side lighting solution.
(e) Section view. (f) Connection of components.

structure to fix the camera on the body and prevent the camera
from rotating with the tire. To obtain the depth information in-
side the tire, we adopt the binocular depth imaging technology,
using Intel’s Realsense D405 as the image acquisition device
and obtaining the texture and deformation information of the
tire in real time through the binocular depth reconstruction
algorithm. In addition, the camera has a high image rate, which
utilizes a global shutter and can reach a frame rate of 90 fps.

To solve the power supply and data transmission problem,
we used hollow motors as VTire drivers so the USB cable
could pass through the hollow shaft without getting tangled,
as shown in Fig. 5. The blue part of Fig. 5f represents the part
where the VTire is connected to the body. It is fixed during the
rotation of the V-tire, while the gray part will rotate driven by
the motor rotor. Since the camera stand is fixed to the body, it

always keeps the field of view facing the ground. In addition
to the difficulty of deployment, there are a few reasons why
we went with a single-camera solution:

e Cost issue: The multi-camera solution would signifi-
cantly increase our costs.

Structural issue: When the tire moves, only a part of
the area will be in contact with the ground so that the
single camera solution can meet the tactile information
collection needs when in contact with the ground and the
multi-camera solution doesn’t get more contact informa-
tion.

Application scenario issue: Our application scenarios
are mainly aimed at low-speed scenarios, such as ground
crack detection, ground small object search, and other
tasks. We have chosen a camera with a frame rate of 90
fps (traditional cameras only have 30 fps), which can
meet the needs of these tasks. If it is for high-speed
scenarios, we can use cameras with higher frame rates,
such as event cameras.

3) Lighting system : For the lighting system, we have also
attempted several different schemes. To reduce the effect of
reflections inside the camera, we choose the solution shown in
Fig.[5d. We can achieve a uniform lighting effect by installing
LED light rings on both sides of the tire.

IV. ALGORITHM DESIGN
A. Multimodal Terrain Classification Algorithm

Vision is the most direct means for robots to perceive the
external environment. However, factors such as smoke, bright-
ness, and dust can significantly impact the visual approach
to terrain classification [26]. In contrast, tactile perception
provides greater stability in such scenarios. Compared with
classic visuotactile sensors, VTire can obtain tactile and visual
data at the same time. As shown in Fig. [6] the center area
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of the tires is covered with sensing skin, and the side area
is transparent. The transparent areas allow us to perceive
external visual information while acquiring tactile information.
In addition, cameras on the outside of the vehicle can also
provide clearer visual information compared to the inside of
the tire.

To better integrate these data, we propose a multimodal clas-
sification algorithm, which adopts a transformer [27] network
as the body of the algorithm, as shown in Fig. [/} By adjusting
the inputs to the network, it is possible to classify the data
directly from a single modality to multiple modalities. Given
a series of different modalities m;, ¢ = 0,1,..., M — 1, which
may include optical images of the terrain, tactile feedback
from the surface, or partial observations such as dark or smoky
images, we employ a set of modality-specific encoders {E;} to
extract features from each corresponding modality. Instead of
extracting a global feature for each modality, we partition each
modality into K; fragments and use encoder E; to extract K;
fragmented features. Since data distribution of these modalities
may differ significantly, complicating modality fusion and
training process, we apply LayerNorm [28] to each modality
to alleviate this issue. The process of feature extraction can be
formulated as follows:

{f}" = LayerNorm(E;(Seg(m,)))- (1)

To effectively utilize the information within each modality
and across different modalities, we employ self-attention and
cross-attention mechanisms [29] to fuse the extracted features.
Given the obtained features {f, }¢, we initially concatenate
them along the fragment dimension, followed by concatenation
along the modality dimension. Positional embedding is then
added to the feature map. From the tokenized features F' we
can derive the following formulation:

F=[Fr, F, Faal, )

where F'; denotes the concatenated feature of ¢th modality. To
calculate self-attention and cross-attention, we pass F' through
a linear layer to derive the queries {Q,}, keys {K} and
values {V';} for each attention head j =1,2,..., N:

_Wer —
Q;=WjF= [Qj,o Q.1 Qj,M_1:| )
K;=W/F = [KJ,O K. Kj,Mq} N C))
Vi=WjF= {VJ}O Vi Vj,Mq} SN )

where W?, WJK , and W;/ denote the weight matrices for
the query, key, and value, respectively. The terms Qj’i, K;;,
V ;i denote the query, key and value of head j corresponding
to the sth modality. The attention for head j is then calculated

using the following equation:
A; :ijsoftmax((Kj)TQj/\/E)
(K0)'Qj0
=V jxsoftmax( | (K;1)"Q,

(Kj,O)TQj,1

(Kj,l)TQj,l /\/&),

(6)
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where d is the dimension of the multimodal features. The
self-attention and cross-attention mechanisms are as follows:
the diagonal elements represent self-attention, where self-
generated queries are used to draw self-generated keys. Con-
versely, the non-diagonal elements represent cross-attention,
wherein queries and keys are generated from different modal-
ities to extract features. Subsequently, we pass the attention
outputs through a feedforward network and concatenate all
tokens into a fused feature. In the end, a classification head is
employed to produce the output.

In the practical implementation, we preprocess the raw
images into 16x16 patches and select ResNetl8 [30] as
the backbone for the encoder FE;. This choice is due to
ResNet18’s efficiency in extracting diverse features and its
capacity for facilitating rapid training. We configure the feature
dimension to be 384. To promote effective modality fusion, we
utilize 4 attention heads, ensuring diverse attention patterns
across modalities. We also find that a single attention block
suffices for all tasks. For the classification task, we employ a
straightforward MLP comprising a hidden layer followed by a
softmax layer. During training, we minimize the cross-entropy
loss function using the batch size of 32.

B. Load Weight Sensing Algorithm

The load weight of a robot is directly correlated with
the deformation experienced by its tires. To explore this
relationship, we adopt the Abaqus/Standard Finite Element
Analysis (FEA) simulation. This approach allowed us to model
the tire accurately under various load conditions. The loading
process’s configuration and the simulation setup are depicted
in Fig. [Bp.

o Material properties: Based on the experimental mea-

surement results, the mechanical parameters of the hub
and tire sensor layer are determined as £/ = 0.1973 MPa,
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Fig. 8. Simulation results. (a) Initial FEA simulation configuration; (b)
Displacement deformation under 200 N; (c) Simulated relationship between
deformation and force.
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Fig. 9. Floor crack and contact object segmentation algorithm.

v = 0.48, and E = 24.06 MPa, v = 0.49, respectively.
Notably, the ground is considered a rigid body in the
simulation.

« Interaction and loading: Interactions between the hub
and sensor layer and between the hub and ground are
defined as constraints within the model. The applied load
is centrally located on the hub and directed towards the
ground.

e Mesh: For the mesh, we employ a simplified integration
hexahedral 8-node element (C3D8R) across the model’s
three components.

o Simulated results: We integrate Python scripting with
Abaqus to dynamically adjust the applied force, enabling
us to derive the deformation-force relationship.

Here, the deformation field at an applied force of 200N is
depicted in Fig. 8p, while Fig. [ illustrates the corresponding
deformation-force curve.

C. Floor Crack and Contact Object Segmentation Algorithm

Compared with vision, touch is more stable and robust. It
is difficult to detect some small or transparent objects using
only vision. Besides, crack detection could be challenging with
some richly textured floors. To solve this problem, we adopt
the FCN [31] to segment the areas of VTire in contact with
objects, of which the network structure is shown in Fig. [0

V. EXPERIMENTS
A. Bimodal Terrain Classification (VTire Bimodal Data)

We collect tactile and visual data from the tire’s contact
with 12 different terrains to validate the effectiveness of

TABLE II
TEST RESULTS UNDER DIFFERENT MODAL AND NETWORK CONDITIONS

TO VO RVT SVT
ResNet [30]  92.7%/93.4% 59.0%/60.4% 82.3%/83.6% 92.4%/94.0%
LSTM [32] 86.3%/86.7% 74.4%/71.2% 84.8%/87.5% 82.4%/85.7%
ViT [33]] 64.2%/64.9% 71.6%/72.2% 95.0%/95.6% 86.4%/86.9%
ExViT [34] 77.6%/79.0% 66.0%/71.2% 90.2%/91.5% 88.5%/90.1%
MMVTT  92.6%/93.8% 77.9%/77.9% 96.7%/97.5% 98.1%/98.7%

bimodal tires and multimodal sensing networks. We capture
150 images for each terrain, as shown in Fig. @[ These terrains
contain rubber tracks, painted roads, brick roads, lawns, and
gravel roads made of different colored and sized stones. To
better demonstrate the effectiveness of the system, we design
different comparison experiments.

First, to test the effectiveness of the smart tires, we compare
the classification accuracy in different modalities. We process
and divide the collected dataset into the following sets: 1)
Tactile data only (TO): raw data is segmented to focus solely
on the tactile region; 2) Visual data only (VO): Raw data
is segmented to focus solely on the transparent and visible
region; 3) Raw VisuoTactile data (RVT): Raw data encompass
both the tactile region and visible region; 4) Segmented
VisuoTactile data (SVT): Raw data is segmented into tactile
region and visible region. For all cases, we split the dataset
into 70% for training and 30% for evaluation. To simulate
noise caused by mud on the transparent region, we add salt-
and-pepper noise to the visual modality. We train our network
on an Intel(R) Xeon(R) Gold 5218 with a single GeForce
RTX A6000 for 80 epochs. The learning rate is 2e-5, and
we repeated the experiment on 3 different seeds. The training
results and related indicators are shown in the last row of
Table [[]and Fig. [T0(f). It can be seen from the results that the
classification method with bimodal fusion has higher accuracy,
and SVT also achieves a better classification performance than
RVT.

Second, to further validate the effectiveness of our proposed
network, we compare it with current classical classification
algorithms. Specifically, we benchmark our method against
two baselines: 1) ResNet: We utilize a pre-trained ResNet50 to
extract global features for each modality. These global features
are then concatenated and passed through a classification head;
2) LSTM [32]]: We employ a ResNetl8 to extract patched
features, which are subsequently processed by an LSTM to
achieve a fused feature. The fused feature is passed through
a classification head to produce the final output; 3) ViT [33]:
We use a Vision Transformer as another baseline for encoder
comparison, leveraging the same transformer backbone as our
method; 4) ExViT [34]: A multimodal classification method
that replaces our ResNet encoder with a CNN. Our method,
MultiModal VisoTactile Transformer (MMVTT), is conceptu-
ally similar to the LSTM approach but replaces the recurrent
structure with an attention block. To ensure a fair comparison,
we design the classification heads of these networks to be as
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Fig. 10. Bimodal terrain classification. (a) Raw visuotactile data in different terrains; (b) The classification result of tactile data only (TO); (c) The classification
result of the sensor’s visual data only (VO); (d) The classification result of the raw visuotactile data (RVT); (e) The classification result of segmented visuotactile
data (SVT); (f) The classification result of our proposed network in different modalities; (g) The confusion matrix of our proposed network for segmented

visual image data.

similar as possible. The parameters of MMVTT, ExVit, ViT,
LSTM, and ResNet are approximately 14M, 11M, 14M, 13M,
and 18M, respectively. All three networks are trained on the
multimodal dataset with a learning rate of 2e-5 for 80 epochs.
Additionally, we conduct the experiments using three different
random seeds to minimize the likelihood of incidental results.

The training results and related indicators are shown in
Table [l and Fig. [T0] From the results, we can see that our
proposed network outperforms all baselines (Resnet, LSTM,
ViT and ExViT) in both last-10-epoch-average and maximum
classification accuracy in most cases, especially in bimodal
classification, proving our proposed network’s effectiveness in
dealing with multimodal data.

B. Multimodal Terrain Classification (VTire Bimodal Data +
External Visual Data)

The most common method for terrain recognition is visual
processing because the visual information has a greater de-
tection distance and range. Still, for some smoke, darkness,
and other scenes, the visual detection effect will receive a
great impact, but the tactile information has better stability.
Therefore, we think that the visual-tactile fusion approach can
solve the problem of terrain perception in complex scenes.
To prove this, we collect visual information from 12 different
scenes of normal, smoke, and darkness and compare it with the
effect of terrain classification of smart tires. Among them, the
data for the smoke scene was collected using a lens wrapped in
a semi-transparent film (0.5mm thickness Expanded polyethy-
lene (EPE) material). We capture 150 images for each terrain,
as shown in Fig. [T]a).

In this experiment, we consider three modalities of inputs:
1) External Visual Only (EVO): Only external vision is used
for classification (Although the smart tire itself has visual per-
ception capabilities, its perception is often fuzzy with a limited
viewing angle. Therefore, we consider adding external vision
to enhance detection accuracy further.); 2) External Visual data
+ Tactile data (EVT): Both external vision and segmented
tactile region data are employed; 3) External Visual data +
segmented VisuoTactile data (EVVT): All available modalities
are utilized. The multimodal data was randomly split into

TABLE III
TEST RESULTS UNDER DIFFERENT MODAL AND NETWORK CONDITIONS

EVO EVT EVVT
ResNet - - 96.1%/97.5%
LSTM - - 79.5%183.0%
ViT - - 87.4%/87.7%
ExViT - - 93.6%/94.8%
MMVTT 68.5%/70.2% 95.1%/95.6% 99.2%/99.7%

training and validation datasets with a 7:3 ratio. To assess the
capability of each modality, we employed MMVTT across the
three input modes mentioned, as MMVTT has demonstrated
superior performance, thereby mitigating potential assessment
bias that could arise from the use of less effective models.
Each configuration was run with 3 random initializations for
80 epochs, using a learning rate of 2e-5. As illustrated in the
last row of Table[[I|and Fig. [TT|b), the results demonstrate that
the EVVT configuration achieves the highest last-10-epoch-
average and maximum accuracy with efficient modality fusion.

Furthermore, we compare our method with the previously
mentioned baselines: ResNet, LSTM, ViT and ExViT. We
utilized all modalities as input, corresponding to the EVVT
input mode, and split the data into a training ratio of 0.7.
The learning rate is set to 2e-5, and the training process is
repeated three times. Table [T and Fig. [T1] present the training
and evaluation results. Notably, our network outperforms the
other baselines and achieves an accuracy exceeding 99%. To
test the classification of tires at different weights, we test
five different loads (0 kg,10 kg,20 kg,30 kg,35 kg) on three
different terrains. We tested the data using a classification
network, and the classification effect is the same compared
to the previous results.

C. Object Search Experiment on the Ground

Finding objects dropping on the ground is a big pain
point for humans, especially for transparent objects. Because
transparent objects have special optical properties, not only do
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Fig. 11.

Multimodal terrain classification. (a) Visual images detected by an external camera under sunny, smoky, and dark conditions; (b) The classification

result of our proposed network in different modalities (EVO: external visual only, EVT: external visual data + tactile data, EVVT: external visual data +
segmented visual data + tactile data.); (c) The classification result of different networks in segmented visuotactile data with EVVT; (d) The loss of different
networks in segmented visuotactile data with EVVT; (e) The confusion matrix of our proposed network for EVVT.

they lack texture, but their color changes with the background.
Compared with vision, although touch has a smaller detection
area, it can get more stable contact information by touching
objects (independent of background, and optical properties).
However, VTire can solve this problem well with its powerful
tactile perception ability. By combining VTire with sweeping
robots and wheeled robots, they can detect the cleanliness of
the floor and the presence of foreign objects as they move.

We design an object search experiment to verify the function
of VTire on search. First, we collect data from five different
objects, namely, rope, lens, nut, screw, and USB converter. A
total of 150 images of tires in contact with objects are collected
and then manually annotated. After completing the design of
the dataset, we train the FCN. After 60 rounds of training, the
segmentation accuracy can reach 99%, and the object search
results are shown in Fig. [12]

In addition, we also conduct object search experiments in
real scenarios, where objects are randomly thrown on the
ground and searched using VTires. After 50 experimental tests,
the success rate of finding the object successfully is 98%,
indicating the potential of VTires in the field of searching.

D. Cracks Detection Experiment

Besides object searching, crack searching can be a very
rewarding endeavor. Floor tiles with a variety of textures
are often integrated with cracks, which can cause significant
interference with visual detection [33], [36]], as shown in
Fig. [[3(a), while tactile perception can avoid the impact of
the pattern on detection. Combining home robots with VTire
can be used to inspect flooring equipment in real-time, in the
renovation industry to check the quality of floor coverings, and
in transportation to assess road strength, integrity, and other
indicators.

To test the effectiveness of VTire on crack detection, we
design a crack detection experiment. First, we collect frag-
ments of different sizes of cracks. Then, we capture 120
images of tires in contact with cracks. After that, we annotate
the image at the pixel level, and unlike object searching, we
mask the visuotactile part of the tires to prevent other regions
from influencing the detection of the tactile region, as crack
detection is much more difficult. Finally, we train the FCN
using the dataset, and the results obtained are shown in Fig.[T3}

Fig. 12. Segmentation results for contacting objects. From left to right: wire,
pane, nut, screwdriver, USB converter.

after 60 rounds of training, the training accuracy can reach
98%, and the cracks search results are shown in Fig. [I3[b). In
addition, we use needles of different thicknesses to quantify
the tactile resolution of the tires, which is tested to 0.2 mm,
as shown in Fig. [T3]c).

E. Tire Damage Detection Experiment

Tires are susceptible to damage due to contact with sharp
objects or long-distance driving while the vehicle is driving.
Compared with traditional smart tires, VTire can detect dam-
age in real-time, such as crack, abrasion, and nail penetration,
thanks to high-resolution tactile data.

We experiment with different kinds of discrimination to
evaluate the capability of detecting damage. We consider 3
types of damage: 1) cracks, 2) irregular wear, 3) punctures, and
a normal state. We collect 120 images for each state of tile and
split 70% for training. We also add pepper and salt noise to
mimic the possible effects of the real environment. MMVTT,
ExViT, ViT, LSTM, and ResNet are employed to learn from
the training data. We choose a learning rate of 2e-5 and run the
experiment on 3 random seeds for 80 epochs. Fig. [[4]illustrates
the training results and related metrics. We find that MMVTT
can detect the damage accurately and correctly classify the
type of damage in more than 97% of cases.

F. Load Weight Perception Experiment

To evaluate the load weight perception performance of
the tires, we build a test rig, as shown in Fig. [T3]left),
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Fig. 13.  Ground cracked detection results. (a) Floor tiles with a cracked
decorative pattern; (b) Segmentation results in broken ground. (c) Perception
effect of needles of different thicknesses. From left to right: 0.5 mm; 0.4 mm;
0.3 mm; 0.25 mm; 0.2 mm.

Fig. 14. Damage detection. (a) Common tire damage: cracks, irregular wear,
punctures, and normal tires (from left to right); (b) Classification accuracy of
different networks; (c) Loss curve of different networks; (d) Confusion matrix
for the classification result of our proposed network.

where we use dumbbell pieces as loads to test the tires’
load capacity. After obtaining the load limits of the tires,
we conduct load capacity perception experiments on the tires.
Based on the force sensing algorithm proposed above, we fit
the curve between force and offset using the equation. From
Fig. [T3]right), we can see that the load is linearly related to
the offset when the tire is 0 ~ 35 kg, and the results are very
close to the results of FEA. We test 10 weights, each with 5
measurements, with a weight perception accuracy of 0.75 kg.
After exceeding 35 kg, the tire will undergo a sudden change
due to breaking the load limit of the tire.

0 50 100 130 200 230 300 350 400 430
Force (N)

Fig. 15. Load weight perception experiment. (Left) Weight test scenario;
(Middle) Depth information of tires under different loads; (Right) Correspond-
ing curve between offset and load.

—e— Previous measurement curve
—— Previous fitting curve
5| —— New measurement curve

—— New fitting curve

0 50 100 150 200 250 300 350

Force (N)

Fig. 16. Performance test experiment. (a) Durability test platform. (i) Tire
appearance after testing; (i) Internal image after testing. (b) Load test data
after durability test. (c) Object search data after durability test; (d) Crack
detection data after durability test.

Fig. 17. Outdoor scene test experiment. (a) Visuotactile image; (b) Camera-
LiDAR mapping result; (c) External visual image; (d) Test scene.

G. Durability Test

Durability is an important indicator of a tire. However, the
special properties of a specialty tire often limit its durability;
for example, street car tires can last about 15,000 km, but the
life of an F1 tire is between 60 and 120 km [37], [38]]. To
test the VTire’s durability, we set up a simple test system on a
treadmill. The system is driven continuously for 200 km at a
speed of 10 km/h, as shown in Fig.[T6] After the durability test,
we re-evaluated the tire’s performance in terrain classification,
object search, crack detection, and load sensing experiments
to verify its stability and durability.

Specifically, after the 200 km durability test, the VTire
maintained consistent performance in all key metrics. The
terrain classification accuracy can up to 98%, the object search
experiment still provided clear contour information, and the
crack detection resolution was stable at 0.2 mm. For load
sensing, although prolonged use caused a slight shift in the
fitting curve, recalibration restored the detection accuracy to
its original level. These results confirm that the VTire retains
high performance even after extended use. In addition, the
tire adopts a modular design so that when the sensing skin
is damaged, only the outermost sensing layer needs to be
replaced, not the entire tire, which reduces the cost of tire
maintenance.

H. Outdoor Scene Test

Besides the indoor scene, we test it in an outdoor scene,
as shown in Fig. [[7] We implement mapping using the Re-
alSense D435i fused with LiDAR and employ the multimodal
classification algorithm to detect the terrains. We test terrains
such as grass, road, tartan track, and brick, achieving good
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detection and mapping results. (Details can be referred to the
video file.)

VI. CONCLUSION

This paper proposes a bimodal smart visuotactile trie named
VTire, which can obtain large-area and high-resolution tac-
tile & visual data. We optimize the material and structure
to obtain highly elastic, durable, and transparent tires and
propose a complete set of preparation processes. The tires
can withstand loads exceeding 35 kg and have a durability
of over 200 km. Algorithmically, we propose a transformer-
based multimodal classification algorithm, a load detection
based on finite element analysis, and a contact segmentation
algorithm. In addition, to validate the algorithm’s performance,
we build a mobile platform and propose a set of visual and
tactile datasets in different terrain and visibility situations.
After experimental validation, the accuracy of our proposed
multimodal classification method can reach 99.2% in terrain
classification, 98% success rate in object search, and 0.75 kg
accuracy in weight sensing, which proves that VTire has a
high application value in terrain sensing and object searching
scenarios.

The tire also has some limitations. Due to our single-camera
solution, the tire is unsuitable for high-speed scenes. Future
work will focus on integrating advanced vision systems, ap-
plying the tire to wheeled robots, and exploring new materials,
real-time algorithms, and autonomous robot integration for
complex terrains.
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